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Abstract—Microblogging services have been popular in recent
years. There are a large number of real-time microblog mes-
sages generated in each day which results in the information
overload problem especially for the users with many followees.
Personalized microblog recommendation can help the users out
of the trouble of information overload. It is an interesting and
important research topic with wide applications. Many kinds
of features are used in the microblog recommendations in the
existing algorithms. In this paper, except for the features such
as the user’s microblog posting history, reposting history, the
relations with other users, and the contextual knowledge, we also
utilize the sentimental information to help with the microblog
recommendation. We first build a sentiment classifier based
on the contextual information of the microblogs and get the
sentimental feature set. Then a latent factor model incorporating
the sentimental features and other information in microblogs is
designed. Finally, we develop an experiment plan to evaluate the
performance of the method. We believe that the utilization of the
sentimental features will improve the performance of microblog
recommendation.

Index Terms—Microblogging; personalized recommendation;
sentiment analysis.

I. INTRODUCTION

Microblogging services, such as Twitter, Weibo, have been
very popular in recent years. People tend to express their
opinions, feelings and tell the things they are doing on Twitter
or Weibo. Microblog makes it possible that the users share
information with their friends. When the users release one
piece of message, we say that they post a status or they post
a microblog. As the length of one particular microblog record
is often limited to 140 characters and the users may post
messages at any moment and in any place, the microblogs
usually consist of tremendous messages, which may be short,
real-time, and contain masses of acronyms.

The microblog users may have several or hundreds of
friends in their relation network. The messages posted by these
friends will be presented to the user in a particular order. As
a result of the rapid increasing number of microblogs, the
serious problem of information overload occurs to most of the
microblog users. For the users with many friends, there may be
hundreds or even thousands of statuses presented to them. The
most valuable messages which the users are really interested
in may be flooded by the vast amount of irrelevant messages.
In this situation, the personalized microblog recommendation
appears to be very important to the users.

Intuitively, a posted status is useful for a user if the user
is interested in it. Due to the noisy properties of microblog,
recommending useful microblogs is a task of challenge. There
have been some related works on personalized microblog
recommendation. Wu et al. extract keywords from the tweets
and then design a system to generate personalized tags for
Twitter users to label their interests[1]. However, it usually
leads to poor results for recommendation if the text mining
techniques for traditional corpus of long text are directly
applied[2]. Chen et al. [3] recommend microblogs based on
collaborative ranking. Their method considers tweet topic level
factors, user social relation factors and explicit features such
as authority of the publisher and quality of the tweet in the
process of recommendation.

The previous works for microblog recommendation con-
centrate on analyzing the content of the microblogs or the
other information introduced by the user reading activities.
However, in reality, the microblog users may share similar
interests in certain topics but have different opinions on
them. Sentiment analysis is an important part in personalized
microblog recommendation although few work has been done
on it.

Identifying sentiments or opinions from microblogs can
facilitate many disciplines. Xie et al. give a generic framework
to incorporate various sentiment information to sentiment-
based information for personalized search by user profiles
and resource profiles[4]. Rao et al. propose a topic-level
maximum entropy model for social emotion classification over
short text[5]. Sentiment analysis is also used in twitter user
recommendation which recommends new friends with similar
interests[6]. In this paper, we will incorporate the sentimental
features into the traditional content based microblog recom-
mendation.

II. SENTIMENTAL FEATURES EXTRACTION

To extract the sentimental features of the microblogs, we
have to carry out sentiment analysis. Microblog users often
express their personal character and opinion bias in their post-
ed messages. Due to the different language habits of different
users, the same word may stand for different meanings. The
method only using the content of the microblogs for analysis is
not sufficient. As the microblog messages are short and contain
many acronyms and informal words, the contextual knowledge
will help improve the effectiveness of the sentiment analysis
method.

455978-1-5090-3015-6/17/$31.00 ©2017 IEEE BigComp 2017



Sentiment classification is often to identify the polarity
of the entities which are the microblogs here. In this work,
we focus on binary sentiment classification and define the
sentiment polarities as positive or negative. Our task is to
extract the sentiment polarity values for each microblog on
certain topics. We use the similar idea with the work of
Wu et al.[7] and a contextual knowledge based sentiment
classification framework is built. In the framework, two kinds
of contextual knowledge from large scale short messages,
i.e., the word-word association and word-sentiment association
are established. The word-word association is the information
indicating that two words may share similar sentiment. We
compute the co-occurrence frequency of the words by certain
rules, and then utilize the pointwise mutual information (PMI)
as the measure of the sentiment similarity between a pair of
words. The prior knowledge about the sentiment polarity of
words is indicated in the word-sentiment association. After we
compute the word-sentiment association, we model the word-
sentiment knowledge into a linear regularization term and
model the word-word relation into a graph-guided fused lasso
regularization term. A linear classification model for sentiment
classification is built. An efficient optimization method is
then designed to solve the regularized optimization problem.
Through this method, we get the sentiment polarities for each
microblog message and build the sentimental feature set.

III. COLLABORATIVE RECOMMENDATION

Collaborative filtering is a commonly used recommendation
method by learning users’ preferences based on the community
data. In collaborative filtering, the similar users are considered
to have similar interests on certain subjects. Unlike the content
based recommendation method, it does not require the explicit
user profiles or domain knowledge. As the microblog message
may be very short, it is difficult to do content analysis.
The collaborative filtering method is more suitable than the
content based recommendation method. There are two kinds
of frequently used collaborative filtering methods which are
neighborhood-based approaches and model-based approaches.

In this work, we utilize the model-based collaborative
filtering method for recommendation. We build a latent factor
model and the features of microblog posting history of the
users, the reposting history and the friend relation of the users
are all used in the model. Besides, the sentimental features
obtained earlier will also be incorporated into the model.
Suppose the number of users is U , the number of microblogs
is I and there are K features for each microblog. We build a
matrix PU,K in which pu,k stands for the preference of user
u for feature k, and a matrix QK,I in which qk,i stands for
the value of feature k for the ith microblog. The latent factor
model is defined in formula (1).

RU,I =

K∑
k=1

PU,KQK,I (1)

ru,i stands for the interest value of user u on the ith
microblog. The model helps us to solve the problem of
information sparsity in users’ reposting actions.

IV. EXPERIMENT PLAN

In the experiment part, we aim to use the real Weibo data
to evaluate the performance of our method. Weibo is a popu-
lar social microblogging service in China, which is similar
to twitter. It has a large number of users and tremendous
messages are generated in each second. Therefore, using the
Weibo data makes sure that the model in this work will
be evaluated sufficiently. As the Weibo data is public to
its users, we first crawl the Weibo data via Weibo APIs.
Then we preprocess the data for extracting features. Utilizing
the contextual information, we build the sentiment classifier
and get the sentimental feature set for the microblogs. The
the other features of the microblogs and the users along
with the sentimental features are incorporated into the latent
factor model. The results produced by the model will then
be ranked for recommendation. We will compare the results
with the case where sentimental features are not used in the
recommendation.

V. CONCLUSION

In this paper, we focus on the personalized microblog
recommendation with the help of sentimental information.
We first design a sentiment classifier based on the contextual
knowledge of the microblogs and get the sentimental feature
set. Then a latent factor model is built with the sentimental
features incorporated. An experiment is planned using the real
Weibo data for evaluation. In the future, we will consider
more microblog features in the model and design more specific
experiment to evaluate the method.
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